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Daily COVID Cases Remain Stubbornly High in the UK

Source: GOV.UK
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The Fallout: 

A Hopelessly Overstretched NHS



1Source: Edge Health

A Silent Killer in the Wait
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Not Only are More Waiting, But They are also Waiting for Longer
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How to Prioritize COVID vs Non-COVID Patients? 



Agenda

Weakly Coupled Counting Dynamic Programs

The Fluid Approximation

Performance Guarantees

Case Study
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Dynamic Programs (DPs)

finite time stages , states , actions 


initial probabilities 


Markovian transition probabilities 


expected rewards 

𝒯 𝒮 𝒜

q(s)

pt(s′ |s, a)

rt(s, a)

Dynamic Program

We model each individual patient as a dynamic program:

Objective

Find policy  with  thatπ = {πt}t∈𝒯 πt : 𝒮 → 𝒜

maximizes the expected total rewards 𝔼 [ ∑
t∈𝒯

rt(s̃t, πt(s̃t))]
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Dynamic Programs (DPs)

DP model for an individual patient:
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Dynamic Programs (DPs)
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Dynamic Programs (DPs)
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Dynamic Programs (DPs): Extensive Model

The state and action spaces satisfy 

     and   |𝒮 | = ∏
i∈ℐ

|𝒮i | |𝒜 | = ∏
i∈ℐ

|𝒜i |

In our case: 10m patients à 15 states, 6 actions, 

     and   |𝒮 | = 1510,000,000 |𝒜 | = 610,000,000

Any policy needs to map

   to   |𝒮 | = 1510,000,000 |𝒜 | = 610,000,000

Can we combine all patient DPs to one large DP of the overall health system?
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Counting DPs

states ,  actions 


initial prob’s  


transition prob’s 

 


rewards 

𝔖 = {σ : 𝒮 → ℕ0} 𝔄 = {α : 𝒮 × 𝒜 → ℕ0}

𝔮(σ) =
n!

∏
s∈𝒮

σ(s)!
⋅ ∏

s∈𝒮

q(s)σ(s)

𝔭t(σ′ | σ, α) = ∑
θ∈Γ(σ,α,σ′ )

∏
s∈𝒮

∏
a∈𝒜

[ α(s, a)!

∏
s′ ∈𝒮

θ(s, a, s′ )!
⋅ ∏

s′ ∈𝒮

pt(s′ | s, a)θ(s,a,s′ )]
𝔯t(σ, α) = ∑

s∈𝒮
∑
a∈𝒜

rt(s, a) ⋅ α(s, a)

Counting DP

Multiple patients of the same group can be modelled by a counting DP:

For  iid DPs  over same , a DP  with:n (𝒮, 𝒜, q, p, r) 𝒯 (𝔖, 𝔄, 𝔮, 𝔭, 𝔯)
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Counting DPs

states ,  actions 


initial prob’s 


transition prob’s 

 


rewards 

𝔖 = {σ : 𝒮 → ℕ0} 𝔄 = {α : 𝒮 × 𝒜 → ℕ0}

𝔮(σ) =
n!

∏
s∈𝒮

σ(s)!
⋅ ∏

s∈𝒮

q(s)σ(s)

𝔭t(σ′ | σ, α) = ∑
θ∈Γ(σ,α,σ′ )

∏
s∈𝒮

∏
a∈𝒜

[ α(s, a)!

∏
s′ ∈𝒮

θ(s, a, s′ )!
⋅ ∏

s′ ∈𝒮

pt(s′ | s, a)θ(s,a,s′ )]
𝔯t(σ, α) = ∑

s∈𝒮
∑
a∈𝒜

rt(s, a) ⋅ α(s, a)

Multiple patients of the same group can be modelled by a counting DP:

For  iid DPs  over same , a DP  with:n (𝒮, 𝒜, q, p, r) 𝒯 (𝔖, 𝔄, 𝔮, 𝔭, 𝔯)

𝔮(σ) =
n!

∏
s∈𝒮

σ(s)!
⋅ ∏

s∈𝒮

q(s)σ(s)

multinomial (n; q)
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Counting DP



Counting DPs

states ,  actions 


initial prob’s  


transition prob’s 

 


rewards 

𝔖 = {σ : 𝒮 → ℕ0} 𝔄 = {α : 𝒮 × 𝒜 → ℕ0}

𝔮(σ) =
n!

∏
s∈𝒮

σ(s)!
⋅ ∏

s∈𝒮

q(s)σ(s)

𝔭t(σ′ | σ, α) = ∑
θ∈Γ(σ,α,σ′ )

∏
s∈𝒮

∏
a∈𝒜

[ α(s, a)!

∏
s′ ∈𝒮

θ(s, a, s′ )!
⋅ ∏

s′ ∈𝒮

pt(s′ | s, a)θ(s,a,s′ )]
𝔯t(σ, α) = ∑

s∈𝒮
∑
a∈𝒜

rt(s, a) ⋅ α(s, a)

Multiple patients of the same group can be modelled by a counting DP:

For  iid DPs  over same , a DP  with:n (𝒮, 𝒜, q, p, r) 𝒯 (𝔖, 𝔄, 𝔮, 𝔭, 𝔯)

[ α(s, a)!

∏
s′ ∈𝒮

θ(s, a, s′ )!
⋅ ∏

s′ ∈𝒮

pt(s′ | s, a)θ(s,a,s′ )]

multinomial (α(s, a); pt( ⋅ | s, a))
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Counting DP



Counting DPs

Time:

3,200
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Counting DPs

Time:

2,562

638
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Counting DPs

Time:

2,562

638

6

⇒ 168 x GA
2,394 x 

⇒ 638 x CC



Counting DPs

Time:

2,310

6

168

638
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Counting DPs

Time:

2,310

6

168

638

84

⇒ 132 x GA
2,178 x 

⇒ 64 x CC
20 x CC

⇒ 168 x GA

⇒ 638 x CC



Counting DPs

Time:

2,178

6

276

698

24

4

20



Counting DPs

Counting DPs achieve exponential compression over individual DPs:

For  patient DPs with  states each, the state spaces scale according ton S

Counting DP

  |𝔖 | ≈ nS

Extensive Model

  |𝒮 | = Sn

 n = 15  n = 100

 100 %

 3.17 ⋅ 10−85 %

⟹

c
o

m
p

re
s
s
io

n

# of patients
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Counting DPs

The state and action spaces satisfy 

     and     |𝔖 | ≈ |ℐ |
|𝒮i| |𝔄 | ≈ |ℐ |

|𝒮i|⋅|𝒜i|

In our case: 10m patients à 15 states, 6 actions, 

     and   |𝔖 | ≈ 10,000,00015 |𝔄 | ≈ 10,000,00015⋅6

Any policy needs to map

   to   |𝔖 | ≈ 10,000,00015 |𝔄 | ≈ 10,000,00015⋅6

Can we combine all patient DPs to one large counting DP?
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Weakly Coupled Counting DPs

states ,  actions 


resource constraints  


initial prob’s , transitions 


rewards 

𝔖 = ×j 𝔖j 𝔄 = ×j 𝔄j

∑
j∈𝒥

∑
s∈𝒮j

∑
a∈𝒜j

ctlj(s, a) ⋅ αj(s, a) ≤ btl ∀l ∈ ℒ, ∀t ∈ 𝒯

𝔮(σ) = ∏
j

𝔮j(σj) 𝔭t(σ′ |σ, α) = ∏
j

𝔭jt(σ′ j |σj, αj)

𝔯t(σ, α) = ∑
j

𝔯jt(σj, αj)

Weakly Coupled Counting DP

Multiple patients groups can be modelled by a weakly coupled counting DP:

For the  counting DPs  with  iid DPs each, 

over same , a DP  with:

J (𝔖j, 𝔄j, 𝔮j, 𝔭j, 𝔯j) nj

𝒯 (𝔖, 𝔄, 𝔮, 𝔭, 𝔯)
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